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Abstract 

The  sampling  limitations of a single nadir-looking ocean  altimeter  have  long  been  known,  and 

multiple altimeter missions and  bistatic  altimeter configurations have  been  proposed as  solutions. 

In  this  paper we suggest an  alternate  method  that overcomes the sampling issue through  the 

combined  use of nadir-looking altimetry  and off-nadir radar interferometry. This  technique 

can  achieve nearly complete global coverage with sufficient resolution to  map mesoscale ocean 

features. We first present a  conceptual mission design, and examine in detail  the  error  budgets 

for such an interferometric system. Secondly, we overcome the  stringent spacecraft attitude 

knowledge requirements for such a system by introducing  two new techniques that use the  nadir 

altimeter  data  to remove attitude  and phase  errors. Finally, we simulate  the expected  accuracy 

of the  system with TOPEX/Poseidon  data  and  an eddy-resolving ocean circulation model, and 

present a  sample  instrument  that can  provide the accuracy and resolution necessary to  map 

mesoscale  ocean  phenomena. 
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1 Introduction 

The last decade has seen a  dramatic  demonstration of the measurement capabilities of nadir-looking 

ocean altimeters. As a preeminent example, the NASA/CNES TOPEX/Poseidon  altimeter has 

provided unprecedented views of the development of the El Niiio phenomenon 113 and discoverea 

unsuspected properties of ocean Rossby  waves [2], among  many other observations. 

However, due  to  the requirement that large-scale ocean circulation be  adequately sampled 

temporally while  avoiding aliasing due to  tidal signals, the full spatial  spectrum of ocean variability 

cannot  be observed using this  type of system. The TOPEX/Poseidon  orbit, for instance, has 

equatorial gaps of close to 300 km, which are significantly larger than  the typical size of an ocean 

eddy. 

This  limitation of nadir-looking altimeters has long been recognized, and several solutions have 

been proposed, including multi-altimeter missions [3] [4], multi-beam altimeters [5], and  bistatic 

altimeter configurations [6]. In this  paper, we present a new measurement concept to address the 

mesoscale sampling problem: a wide-swath coherent interferometer combined with  a  nadir looking 

altimeter,  and  a self-calibration process to remove systematic errors. 

The proposed system bears similarities with the multi-beam altimeter proposed by Bush et 

al. [5], but introduces key improvements to render the implementation of such a system feasible. 

The following list briefly summarizes these improvements: 

0 Two  new techniques are introduced that use the nadir  altimeter and  the interferometer data 

to remove interferometric baseline tilt  and phase errors. In  the past such errors have made 

the interferometric technique infeasible due to  the stringent requirements placed on the in- 

terferometric baseline metrology system. 

0 Completely coherent Maximum  Likelihood digital on-board processing allows  for the optimal 

utilization of the phase, and removes  height  biases due to angular variations in the ocean 

radar cross section. 

0 Short  synthetic  aperture processing  is  used to reduce spatial decorrelation effects, improve 

height  noise performance, and reduce antenna length requirements. 

0 Full-swath processing  allows  for a nearly continuous map of sea surface height variation. 

Using such a  system, we show that nearly complete global spatial coverage can be achieved with 

a single platform, without sacrificing temporal resolution. This provides an  attractive  alternative 

to  the other multiple platform solutions which  have been proposed [3],  [4], [6], including a large 

improvement in  spatio-temporal resolution. 
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The plan of this paper is as follows. In section 2, we review the sampling required to measure a 

variety of ocean features,  and briefly discuss the capabilities of current and other proposed altimeter 

systems. Section 3 describes our measurement concept and  contrasts  it against proposed alterna- 

tives. In the following section, we examine the measurement error sources and derive the sensitivity 

equations for our proposed system. The key step in making the interferometric measurement fea- 

sible lies in the ability to use the  data itself to remove systematic  errors  due to baseline tilts:  in 

section 5 ,  we describe two calibration techniques and derive expected calibration accuracies. Fi- 

nally, in section 6 we present a design  which meets the mesoscale eddy measurement requirements, 

together with  a full measurement error budget. We also discuss design  trade-off considerations for 

the implementation of the wide-swath altimeter concept. 

2 Oceanographic  Sampling Requirements 

The ocean circulation exhibits  a wide range of features with varying temporal and  spatial scales. 

Table 1 [7] summarizes the most prominent ocean circulation signatures and their associated tempo- 

ral,  spatial,  and height  scales. Past  altimeter missions,  most notably TOPEX/Poseidon (T/P), have 

concentrated on  studying large scale circulation phenomena, which can be characterized roughly 

as having spatial scales  which are  a  substantial fraction of the ocean basin,  and height signatures 

from a few centimeters to a few tens of centimeters. 

The  spatial resolution requirements for large scale oceanographic signals, and  other  applications 

such as long-term sea level rise, are not very stringent (sampling on the order of 100 km or coarser), 

but  the height accuracies required are  quite  stringent, with a goal of centimeter level absolute 

accuracy. The temporal sampling of energetic phenomena, such as  boundary  currents, and also the 

requirement to avoid tidal aliasing [8], make repeat pass orbits  with periods on the order of ten 

days highly desirable. 

Ocean mesoscale eddies have a much stronger height signature,  thus requiring reduced height 

accuracy for their measurement, but have  much smaller spatial scales as well as  short  time scales. 

While it is possible to sample large scale oceanographic signals adequately with  a single altimeter 

system, it is impossible to sample simultaneously both  the  spatial  and temporal  characteristics of 

mesoscale ocean eddies. For example, in order to  obtain a ten-day repeat  orbit, T/P must accept 

an equatorial  track spacing of about 300 km, while characteristic eddy scales at these latitudes 

are closer to 100 km-150 km [9]. Eddy sizes,  which are  proportional to  the Rossby radius of 

deformation, decrease with  latitude, so they also may be missed at mid-latitudes even though the 

altimeter  track  separation also decreases with latitude. Although significant work has been done 

in  studying ocean mesoscale characteristics and eddy momentum fluxes  (see [lo] and [9]  for  two 
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prominent examples), global characterization and monitoring of the mesoscale eddy field cannot be 

accomplished with  a single altimeter. 

An additional  limitation of a nadir-looking altimeter is its limited ability to measure the 

geostrophic current vector. Using the geostrophic equations [ll], the altimeter height measurements 

result only in an estimate of the geostrophic velocity component in the direction perpendicular to 

the altimeter  track. Direct measurements of the full, two-dimensional geostrophic currents  can 

only be  obtained at  the orbit cross-over points, limiting the ability to calculate directly global and 

regional mass and energy fluxes. 

The sampling limits of a single, nadir-looking altimeter can be improved  by combining multiple 

altimeter missions, as proposed in [4] and [3], among others. Fig. 1 [12] presents the space-time 

resolution capabilities for a variety of satellite combinations together with the typical scales of 

globally observed mesoscale eddies. It is  clear  from this figure that in order to sample adequately 

the mesoscale eddy spectrum,  a minimum of three properly coordinated nadir-looking altimeters is 

required. 

In  the remainder of this  paper, we present a single-platform concept  which addresses the above 

requirements of high accuracy nadir altimetry together with a high (-14 km) resolution, wide-swath 

(-200 km), two-dimensional global ocean height map every ten days. The space-time sampling 

characteristics of such a wide-swath altimeter system are shown in Fig. 1, and represent a  substantial 

improvement over the multiple-platform concept. 

3 Measurement  Concept 

From the discussion in the previous section, it is evident that  the only means by which a single 

platform can simultaneously meet the space and  time sampling requirements for all oceanographic 

signals of interest is  by  going  beyond the traditional narrow swath  altimeter concept to a side- 

looking  wide swath system. Elachi et al. 1131 examine the performance characteristics of a scanning 

altimeter  system  and conclude that system accuracy is limited by three factors: 1) pulse spreading 

due to  the finite antenna  aperture; 2) unknown variations in the  radar cross section over the  radar 

footprint;  and, 3) errors  due to insufficient  knowledge of the spacecraft roll angle. 

Unlike nadir-looking altimeters, the  return waveform  from a side-looking beam does not exhibit 

a  sharp leading edge, and  the accuracy with which the mean height can  be tracked is governed 

by the accuracy with which the centroid of the  return  radar pulse (or a similar measure) can 

be  determined. For side looking systems, the accuracy with which the centroid can be tracked 

is proportional to  the number of samples in the  return (i.e., the  radar  bandwidth)  and inversely 

proportional to  the pulse spreading, which  is  inversely proportional to  the  antenna dimension in 
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the cross-track direction. An  ingenious method of obtaining large effective apertures  and multiple 

antenna  beams while using only  two smaller antennas is proposed by Bush et  al. [5]. In  their 

scheme, the  return signals from the two antennas  are coherently differenced and normalized by the 

total  return power to generate multiple interferometric lobes, each of which can be thought  as being 

due  to  an  antenna of dimensions equivalent to  the separation between the two smaller antennas. 

Height estimation is  accomplished  by tracking the energy in individual interferometric fringes. 

While this proposal solves the  antenna dimension problem, it  still suffers  from the limitations 

in accuracy due to roll errors, which we discuss at length in  the following sections, and  the cross- 

section angular variations, which shift the energy centroid of each interferometric fringe. The 

radar cross section, and  its angular variations, are  a function of wind speed and  direction,  as 

well as  attenuation  due  to clouds. The challenge of correctly predicting the angular and  spatial 

variation of the cross section from the altimeter data alone with an accuracy sufficient  for obtaining 

centimeter level height accuracy is daunting,  and probably impossible to meet, given our  current 

state of understanding. 

The problem of cross-section angular variations in the previous approach, which we call “am- 

plitude” interferometry, can be overcome if  we use the interferometric phase alone to measure 

topography, independent of the signal amplitude [14]  [15]. We briefly summarize this “phase” 

interferometry approach in the following paragraphs. 

In  the phase interferometry technique, the relative phase @ between signals from the same point 

arriving at  the two interferometric antennas can be converted to  an  estimate of the look angle, 8, 

to  that point by means of the interferometric equation (see Fig. 2) 

where k = 27r/X is the electromagnetic wavenumber, TO is the range from the reference antenna  to 

the surface, and T I  is the range to  the second interferometric antenna. After some geometry, one 

can show that  the look angle can be  obtained from the interferometric phase by the equation 

cp 
k B  

w -  

where B is the length of the interferometric baseline, and Q is the angle of the baseline relative to 

the tangent plane. 

Given the look direction 8, the surface height, h, and cross-track position, 2,  relative to a 

tangent  plane at  the center of the swath is  given  by 
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h = H-rocos8 

z = TO sin8 

where H is the platform height above the tangent plane. (The geolocation equations relative to  the 

spherical Earth can be easily derived, but we use the tangent plane as a reference since it simplifies 

the resulting expressions. A simple conversion can be applied to go between the two coordinate 

systems.) 

These equations fully  specify both  the height and location of each individual resolution cell 

within the  radar swath, not just of the entire interferometric fringe, as  in the  amplitude inter- 

ferometry technique. Since, as we shall see  below, the maximum likelihood estimator for the 

interferometric phase is  formed so that  the mean result (although not the measurement noise) is 

independent of the signal amplitude, the height bias due to cross section variations is not present 

in  this technique, again in  contrast to  the amplitude interferometry approach. 

To satisfy the ocean sampling and accuracy requirements for both mesoscale and large-scale 

oceanography, we propose a joint altimeter-interferometer system with the following characteristics 

(see Fig. 3): 

0 An orbit similar to  that of T/P to optimize temporal sampling and reduce tidal aliasing: 

1336 km altitude, 66" inclination, and  a ten-day repeat period. 

0 A dual frequency (Ku  and  C-band) nadir-looking altimeter system, similar to  the T/P sys- 

tem  to provide centimeter level accuracy large scale oceanographic measurements and cross- 

calibration for the interferometric system. 

0 A dual-swath interferometric system providing coverage on either side of the nadir  system. 

The interferometric swaths extend from 15 km to 100 km in the cross-track direction, pro- 

viding a total instrument  swath of 200 km.  To reduce height  noise, we average in the along 

and cross-track directions to produce a final data product with a 14 km spatial resolution, or 

about half of the minimum Rossby radius of deformation. This resolution should be sufficient 

for mapping eddies at all  latitudes,  and  can be degraded at lower latitudes (where eddies are 

larger) to reduce measurement noise, if desired. 

0 A three-frequency radiometer system similar to  the one  used in T/P for providing nadir 

tropospheric delay measurements. The correction of tropospheric (and ionospheric) delays 

for the off-nadir data is  discussed  below. 
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The 200 km swath gives nearly complete global  coverage. Fig. 4 summarizes the instrument 

spatial coverage as  a function of latitude,  and compares with the coverage obtained by the T/P 

instrument, assuming a two-kilometer nadir swath. As can be seen  from this figure, the wide-swath 

instrument provides full spatial coverage at higher latitudes, with some gaps near the equator. 

To further examine the coverage characteristics near the equatorial region, we present in Fig. 5 a 

coverage map superimposed on a simulated eddy field obtained from an eddy resolving circulation 

model [16] [17]. Note that  data gaps are typically smaller than eddy scales at these latitudes. 

A major difference  between the interferometric system we propose here and  traditional  Inter- 

ferometric Synthetic  Aperture  Radar  (IFSAR) is that  the resolution required for oceanographic 

applications is much  coarser than  that obtained by SAR techniques. This implies that full syn- 

thetic  aperture processing is  not required, thus significantly reducing the  total  computation load. 

We propose a simple onboard processing system consisting of presumming a few pulses to form a 

very short  synthetic  aperture, followed  by range compression, and interferogram formation  with 

incoherent interferogram averaging of range pixels to reduce phase noise  (see  Fig. 6). Only a simple 

shift (without  interpolation) is made to coregister the  data sets from the two radar channels. As 

we see  below, due  to  the limited angular variation and low range resolution, the resulting misreg- 

istration  error plays a negligible part  in  the  total error budget. This processing can  be performed 

onboard and  the resulting average interferogram downlinked at a rate comparable to  the nadir 

altimeter data.  This scheme reduces the number of computations and  the  total  data volume  by 

many orders of magnitude relative to conventional SAR data. 

The  spatial resolution considerations are quite different  between the phase and  amplitude ap- 

proaches: in the range direction, the intrinsic resolution for the phase system is determined by the 

system bandwidth. For the amplitude approach, on the other  hand, the range resolution of the 

measurement is determined by the fringe size,  which can be substantially greater than  the intrin- 

sic range resolution. In practice, the individual phase measurements can be noisy, and improved 

accuracy can be obtained by averaging heights in the range direction, at the expense of resolution. 

In  the along-track direction, on the other  hand, both approaches have a  spatial resolution 

limited by the size  of the along-track antenna beamwidth, and  the along-track averaging time. 

4 Measurement Errors 

Given the extraordinary precision required for the ocean topography measurement, it is imperative 

that  the error characteristics of any altimetric system be fully characterized. In  this section, we 

present a  detailed discussion of each of the error sources  affecting the interferometric measurement, 

and  the calibration requirements for a useful ocean measurement system. As we shall see,  some 
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of the error sources need to be known with a precision  beyond the capability of current metrology 

systems. The calibration of these error sources  is  achieved by using the nadir-looking altimeter, 

and is described in the Section 5. The nadir altimeter error budget has been examined in  detail  in 

the  past,  and is not addressed here. 

Equations (4), (5), and (2) form a complete set of equations for obtaining the position and 

height of the image point. Examination of these equations shows that there  are five sources of 

error: 

1. Height errors  due to platform height uncertainty. 

2. Errors  due to lack of knowledge of the interferometric roll angle, a. 

3. Errors  due to lack of knowledge of the interferometric baseline, B. 

4. Random and systematic errors in the measurement of the interferometric phase, CP. 

5 .  Errors  in the translation between the  radar timing measurement to  the geometric range, T O .  

In  the following subsections, we examine the characteristics of each error  term  in  detail. 

4.1 Systematic Errors 

The effect of platform height errors, SH, on measured height  is obtained from ( 4 ) 

S h = S H .  (6) 

The platform height errors  are typically dominated by orbit  error. Given GPS tracking and precision 

orbit  reconstruction, as in the TOPEX/Poseidon system, height accuracies on the order of a few 

centimeters can  be achieved  [18]. 

Differentiating (4) and (2) with respect to  the baseline roll angle a, one finds that  an error  in 

the baseline roll Sa induces a  tilt  error on the estimated height, as one expects intuitively: 

Sh = r0 sin8Sa 

= z6a.  

Due to  the long range for spaceborne instruments, the requirement on the baseline roll knowledge 

is very stringent. As an example, a 1 arcsec  baseline roll error  translates  into a 48 cm error at a 

cross-track distance of 100 km. Therefore, to obtain centimetric accuracy, the baseline roll must 

be known to within at least 0.1 arcsec. This level of accuracy is currently beyond the capabilities 

of the best star trackers. The next section discusses how this  parameter may be  calibrated using 

the nadir  altimeter and cross-over adjustments. 
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The effect of a baseline dilation error 6B is obtained by similar differentiation: 

6B 
B 

6h = -TO sin8  tan(8 - a)- . (9) 

For our  application,  this  term is of secondary importance for three reasons: first, composite mate- 

rials can  be manufactured which exhibit extremely small unmodellable fraction expansion errors; 

second, the error is quadratically dependent on the incidence angle, rather  than linear; and  third, 

the geometric factors are much smaller than for the roll error, given the small incidence angles in 

the proposed design. 

The effect of a phase error 6@ is given by 

6h = sin 8 
k B  cos(8 - a)  

6@ 

Given the small incidence angle regime  used  for the proposed instrument,  the  angular variation of 

this  error is practically identical to  the baseline roll error, and  the two terms  can be combined into an 

effective roll error. As with the roll error, the calibration requirements on the interferometric phase 

are very stringent: to achieve centimetric accuracy, the non-random component of the differential 

phase must be known to  an accuracy on the order of 0.1",  which, again, is probably beyond the 

current state of spaceborne technology.  Since both phase and roll errors produce nearly identical 

height errors, we henceforth speak only of roll errors, but understand that  both roll and phase 

errors  are included. Systematic phase errors can be calibrated simultaneously with roll errors using 

the technique presented in Section 5. In  addition to systematic phase errors,  thermal noise and 

radar speckle  give rise to random interferometric phase variations. These are examined in the next 

subsection. 

Finally, errors in translating  the system timing measurement to a range result in height errors 

described by the equation 

6h = - cos 86ro . (11) 

While system  timing is a minor contributor to this  error, propagation delays through  the tropo- 

sphere  and the ionosphere are significant contributors,  as well as scattering effects, such as the 

Electromagnetic Bias [19]. The magnitude and frequency characteristics of these errors  are dis- 

cussed further below.  However, it should be noticed that since 8 is so small, the  nature of these 

errors is nearly identical with  their  contribution to conventional nadir  altimetry. 

4.2 Random Error Model 

As discussed in Section 3, one of the major differences  between the concept presented here and 

the multi-beam  altimeter of Bush et al. [5] is the use of coherent interferometric processing, which 
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fully utilizes the interferometric phase. It is  shown in [15] that  the Maximum Likelihood (ML) 

Estimator for the interferometric phase is given  by 

where d l )  and d 2 )  denote the  return coherent signal at  the reference  or secondary interferometric 

channel, respectively. The summation is taken over the interferometric looks; i.e., the indepen- 

dent observations of a given resolution cell with common mean interferometric phase. Given ML 

estimation, the phase standard deviation, oq,, is  given  by 

where y is the correlation coefficient  between the two interferometric channels: 

and () denotes ensemble averaging over  speckle realizations. 

Equation (13) shows that  the phase standard deviation can be predicted if the correlation coef- 

ficient can be modeled. The  return signals after range compression and unfocused SAR processing, 

can be modeled as 

where A is a  constant which depends weakly on range; A is a delay introduced to coregister the two 

channels; xr is the system range point target response; x4 is the unfocused SAR azimuth response 

which is assumed to  be a function of azimuth angle only  since typically the range resolution is such 

that  the change in Doppler with range can be ignored over one range resolution cell; G2(r’, 4 )  is the 

system antenna  pattern; T and r’ represent the range from the reference and secondary antennas 

to  the surface; n1 and n2 represent the thermal noise in channels 1 and 2, respectively, and are 

assumed to  be uncorrelated white noise  processes with variance N ;  and, finally, s(r’, q5) represents 
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the surface rough surface brightness which  is assumed to satisfy 

(s(r)s*(r')) = S(r - r')ao (17) 

where g o  is the normalized radar cross section. Equation (17) is consistent with the deep phase 

approximation  in rough surface scattering [20],  which applies when the surface rms roughness is 

large compared to  the wavelength. That approximation is valid  for all the systems studied. Notice 

that we assume that  the  radar cross section is constant over the  radar resolution cell, and  the effect 

of surface waves can be neglected. The second assumption can be easily relaxed, following  [15], but 

makes little difference since typically the range resolution is  much greater than  the wave height, 

and dominates the decorrelation effect. 

In  the following derivation, we assume that  the width of the  antenna  pattern in both range and 

azimuth is  much greater than  the range and  azimuth system responses, so that  the  antenna gain can 

be  taken  outside the integral. (This assumption always holds true for the range direction, but may 

not be  strictly true in the azimuth direction if the unfocused SAR integration time is small. In  that 

case, we can replace the azimuth system response function by an effective response function which 

includes the azimuth variation of the antenna pattern, without any loss  of generality).  Furthermore, 

we can  approximate 

T - r' M B [sin(8 - a)  - sin 8 cos a( 1 - cos 4)]  

sin(8 - a)  - sin8 cos a- 

where we have made use of the fact that  the azimuth beamwidth of a typical system is much smaller 

than 1.  Expanding  about ro and 80 = arccos(H/ro),  this can be further approximated as 

42 sin(& - a)  - sineo cos a- 
2 

where terms of order (R/(sin80ro))2, where R is the system range resolution, have been neglected. 

Using the previous results, we obtain  the following expression for the complex correlation coef- 

ficient 
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where CP is the interferometric phase, and  the geometric (YG), angular ("I+), and noise ( Y N )  corre- 

lation factors are given  by 

1 
"IN = 1 + S N R - ~  

where 6 is the residual misregistration error, SNR  is the system signal-to-noise ratio,  and 

is the interferometric fringe wavenumber projected onto the tangent plane. 

The result obtained for the correlation function shares the geometric and noise correlation terms 

with the  standard SAR interferometry [15], but has an additional angular correlation factor, which  is 

peculiar to unfocused SAR or real aperture  radar configurations. The noise decorrelation term, y ~ ,  

is  common to  the cross-correlation of any two signals with additive uncorrelated white noise. The 

geometrical decorrelation term, YG can be thought as being due to  the fact that  the interferometric 

phase is not constant  as the cross-track distance varies  across the resolution cell, giving rise to 

washing out of the interferometric fringes. The angular correlation coefficient, 7 4 ,  is then  due 

to  the fact that, for  low azimuth resolutions, the range curvature of the resolution cell induces 

additional fringe averaging, further decreasing the correlation. In  the limit of infinite bandwidth, 

the geometric decorrelation goes to 1, but  the angular decorrelation factor remains. Note that 

by suitably  shaping the  return  spectrum for  each channel [21], both correlation coefficients can 

be made equal to one, at  the expense of additional processing and range resolution. Due to  the 

limitations imposed by on-board processing, this technique is not assumed for our design. 

4.3 Geophysical Errors 

To accurately reconstruct the ocean height, we not only  need to know the geometric parameters 

discussed in section 4.1 above; we must also  know the range ro to use in (l), (2) and (4). The range 

is accurately measured by timing aboard  the spacecraft, and  thus any additional delays caused by 

propagation of systematic biases produced by surface scattering effects must be  compensated. For 

nadir-looking altimetry, these effects are well-known: ionospheric delay, dry  and wet tropospheric 

delay, and Electromagnetic Bias. 
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The ionosphere index of refraction is non-unity and also dispersive, causing a frequency-dependent 

delay and corresponding range error in the  radar signal [22] 

Nt Ar l  = 40.3- 
f 2  

where Arr is the ionospheric range error (m), Nt is the columnar electron density (1/m2),  and f 

is frequency in Hz. Nt generally ranges from 20 x 10l6 - 100 x 1OI6 electrons/m2, producing range 

errors of 22-112 cm  for C-band and 6-22  cm  for Ku-band [22]. Scale  sizes  for ionospheric structures 

are generally quite large, of the order approximately 500 km or larger, so the error does not change 

rapidly  with position, but  its value  is  sufficiently large that  it must be removed. The  TOPEX 

altimeter uses simultaneous measurements at  both Ku and  C  and  the dispersion relation to solve 

for the delays at  both wavelengths.  Since the scale sizes are so large, similar measurements by a 

nadir-looking altimeter  are sufficient to correct for this error in the interferometric SAR altimeter 

case as well. 

Passage of the  radar signal though the lower atmosphere also produces substantial delays, which 

can be estimated for the nadir-looking case by a combination of models and measurements. The 

index of refraction of the troposphere can be expressed as 

where 8d  is the  dry troposphere component and S, the wet troposphere component, caused by the 

presence of water, liquid and vapor, in the ray path.  The  dry troposphere height correction for 

T/P is a modified Saastamoininen model [23] 

Ard = -2.277 X w 3 ( i  -k 0.0026C0S(2~))Ps 

where Ard is the dry  tropo range error in m, 4 is the  the  latitude,  and Ps is surface pressure in 

mBar. The correction for normal atmospheric pressure is 2.3m, and  the scale size  is basically the 

scale size of surface pressure variations. The wet tropospheric correction, by contrast, is smaller, 

but less stable, as it can have components with significant variability on the order of cloud sizes 

(1-5km). The wet tropo  error is a function of integrated water vapor density, temperature,  and 

integrated cloud moisture, and is typically 3-30 cm. The T/P instrument measures the water 

content and  temperature using an inversion of three radiometer measurements at 18, 21, and 37 

GHz to  estimate  the wet tropospheric delay. 

Finally, the height distribution of the ocean surface caused by ocean waves introduces a bias 

in the height estimate compared to  the  true mean height. This is due to  the fact that  the wave 
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troughs  tend to be brighter and  thus weighted  more  heavily in the  altimeter  estimates than  the 

wave peaks. This error is the EM bias [24] and can to first order be estimated  as 

ArEM = (0.013 + 0.0026U)SWH 

where SWH is the significant wave height of the ocean surface measured by the altimeter waveform 

and U is the surface wind velocity estimated by the altimeter 00. The EM bias error  can also be 

estimated by more elaborate methods using  more parameters or non-parametric forms [25] [26]. 

The effects of the medium on an interferometric SAR such as the instrument considered here 

are similar to  its effects  on a nadir-looking altimeter,  and the corrections the same, to first order 

in the excess refractive index, 6, if  we assume refractive index of the form n = 1 + 6, where S is a 

function of height. It can be shown [27] that  the difference  between the geometrical range T and 

the electromagnetic path length r" may be expressed as 

r" = 7- [I + f(l) - f [ (;)2 - 11 (f(2)  - a , ) ]  

= T + 6r, + Sr, 

where h is the height of the platform and .f(n) are  the moments of 6 

The first order correction 6r, depends only on the refractive index corrections and is just  the sum 

of the range corrections as in the nadir-looking altimeter case. The second-order correction 6r, 

corresponds to  the increase in path length due to ray bending and is proportional to  the variance of 

the excess refractive index along the  path. This  term is in general much smaller than  the first order 

term, e.g. the  dry atmosphere ray bending error correction is 0.34 mm, much  less than  the 2.3 m 

from the first order term. The other media errors behave similarly, so for this  instrument geometry, 

we can neglect the ray bending term  and need  only  consider the refractive index corrections. 

5 Calibration for Systematic Error  Removal 

In  the previous section we see that direct measurement of the roll angle of the interferometric 

baseline is beyond the  state of current technology. In  this section, we propose two techniques for 

removing roll errors using the instrument data itself. The first technique uses the fact that  the 

nadir  altimeter is nearly insensitive to roll errors, so that a direct comparison of interferometer 

and  altimeter data allows  for the continuous estimation of the baseline roll. The second technique 
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exploits the fact that,  at cross-over points,  a direct comparison can be made between the nadir 

altimeter and  the interferometer. Furthermore, at cross-over points the interferometer errors  are 

separable, and can be estimated from the cross-over  differences themselves. 

A critical factor in the success of either technique is the fact that  the ocean signature and  its 

variablity can  be neglected during the estimation. In  the next two subsections, we justify  this 

claim and derive bounds on the accuracy of the systematic error removal. We show that either of 

these techniques by itself  is  sufficient  for  removing roll errors at  the centimetric level, and leave the 

optimal  error  estimation algorithm combining both algorithms for future study. 

5.1 Along-Track Calibration 

Our first method for estimating the effective roll errors makes  use of the concurrent altimeter 

measurement, and assumes that  the inner pixel of the interferometer should be the same height. 

We model the height measured by the altimeter at a point r as 

where ho(r) is the  true height, and n A  is the altimeter noise.  Similarly, the height measured by the 

interferometer is 

hI(r‘) = ho (r’) + nI + Sheg (26) 

where ho(r’) is the  true height at a point r’, nI is the interferometer noise, and  she^ is the effective 

roll error, induced by roll and phase errors as discussed in Section IV above. From (25) and (26) 

we estimate  the effective  height error  as 

where N = n1 - n A  and Ah(r’ - r) = ho(r’) - ho(r). As we would expect, the error  in  estimating 

the  tilt is due  to  the differences in the  true heights at r’ and r, and the measurement noise. 

The  quantity Ah(r’ - r) depends on the geoid (Ah,) and sea-surface (Ahh) height changes on 

spatial scales of r’ - r. We can model the sea-surface portion as 

(Ahi(r’ - r)) = ai(l - C(ld - .I)) 

where 0: and C(lr’ - rl) are  the  spatial variance and autocorrelation function for the sea-surface 

height, respectively. Following Stammer [9], we have  used TOPEX along-track data  to  estimate 
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those quantities. For 100 km of along-track averaging, we find the global 0: M 60 cm2. Given that 

result and  the measured correlation function, we calculate the error at our first pixel (centered at 

ICO = 22 km)  and  propagate the roll error across the swath by IC~/ZO,  as suggested by (8). The 

results of that process are shown in the first row  of Table 2. The swath position is measured from 

the center of each of the 6 pixels, assuming a 2.4" look angle, a 3.4" beamwidth,  and  a resolution 

of 14 km,  all of which are discussed in Section VI  below. 

The second row of Table 2 contains the  total height error due to errors in  estimating the 

effective roll. It includes the root-sum squared tally of A h h ,  as well as pessimistic estimates of the 

relative geoid error (1 cm at  the first pixel and propagated across the swath)  and the altimeter  and 

interferometer noise (1.7 cm after 100 km of averaging; see section VI below). The majority of the 

instrument  swath is within an acceptable error range, although the errors  in the outer two  pixels 

are somewhat high. 

Surprisingly, we cannot improve the error in the outer  swath by moving the location of the first 

pixel to be closer to  the nadir  altimeter track. Using (28) and assuming a fixed swath  width of 

2 = 20 + zi, we can write the error at the outer  swath as a function of 2 0 :  

Using our measured sea-surface  height correlation function for C(Q) ,  we find that  this function 

reaches a minimum near 22 km; at closer distances, the (1 - C(z0)) term falls off  slower than  the 

1 / 2 0  term, yielding a larger error.  Thus  the only way to improve the along-track calibration is 

to average  for  longer periods, increasing the risk of having appreciable spacecraft roll during  the 

averaging time. A second possibility for improving the outer  swath  error is to use the co-located 

data from the altimeter/interferometer cross-overs, and  that method is discussed in the next section. 

5.2 Calibration Using Cross-Overs 

At  each  cross-over point, we model the ascending (A) or descending (D) interferometer height 

measurements, hYID),  as 

where S ( A / D )  and C ( A / D )  are coordinates in the along and across-track directions, respectively; 

ho(r,  AID) is the  true sea surface height measured at location r and  time t A / D ;  and n ; l D ( c A / D )  
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represents the interferometer measurement noise,  which  is a function of the cross-track coordinate 

alone (see (8)), and is independent between resolution cells. 

In modeling the systematic  error, it is assumed that in the interval between  cross-over points 

the roll error  can be assumed to vary linearly: 

Under most space-borne circumstances, this is a reasonable assumption given the slowly  vary- 

ing environment in space on time-scales  on the order of one minute, and  the short times spent 

in cross-over diamond, which are on the order of half a minute. The linear assumption is also 

probably sufficient  for interpolation between  different calibration regions,  given the  time between 

interferometric diamonds or cross-over points, as shown in Fig. 8. 

The nadir  altimeter measurement, h ; l D ( r , t A / D ) ,  resampled to  the same resolution as the in- 

terferometric measurement grid, is  modeled as 

where n;lD is the altimeter height measurement noise,  which we take to be spatially  constant  and 

independent between resolution cells. 

The height differences at  the overlap  regions  between ascending and descending passes can then 

be written  as 

for interferometer-altimeter overlaps, and 

for the interferometer-interferometer overlaps. These equations can be inverted, by using maximum 

likelihood estimation, to estimate the roll error parameters, 6 a A / D  and SdlAID.  The “noise” terms, 

NIA and N I I ,  have contributions  due to  the random measurement noise and  to changes in the sea 

surface height between passes: 
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To estimate  the  optimal weights  for fitting the roll error  parameters,  it is required that  the 

statistics for the error  be known. The instrument measurement errors are assumed to be zero- 

mean Gaussian  random variables, uncorrelated from point to point, and between instruments. 

Their standard deviations are given  by OA and o ~ ( C A , D ) ,  for the altimeter  and interferometer 

respectively. 

The ocean surface variability is spatially and seasonally varying, but we assume that, over 

the short  time  and  spatial scales  used  for the cross-over calibration,  it can also be  treated  as 

a homogeneous correlated Gaussian random process  whose statistical characteristics are  deter- 

mined by a spatially varying height standard deviation, 00, and a space-time correlation function, 

C(lr - r'l, It - t'l). Under these assumptions, the statistical characteristics of the ocean variability 

contribution to  the cross-over measurement noise  is  given  by 

To  assess the cross-over calibration accuracy, we use a 1/6 degree resolution eddy-resolving 

ocean circulation model of the Atlantic provided by Y. Chao [16]. The model ranges from latitudes 

of 0" and 22" and longitudes of  -89" and -42", and is  chosen  for  two  reasons: first,  as  can  be seen 

in Fig. 9,  it includes a  street of strong mesoscale variability due to continuous presence of eddies 

which  follow the coast of South America and end up  in the Gulf of Mexico. Second, the revisit 

time between cross-over points is at  its largest close to  the equator,  and coverage  is minimized, so 

that only information from  two tracks can usually be used  for the inversion. 

The accuracy of the estimated  parameters depends on the number of cross-overs  which can be 

used simultaneously in the estimation. In order to  obtain  the most conservative estimate, we assume 

that  there is  no overlap between  cross-over  regions so that each set of fitting  parameters  is  estimated 

independently. In practice, as one sees  from Fig. 8, the amount of overlap can be  substantial, so 

that our current  estimate underestimates the accuracy with which the calibration  parameters  can 

be inverted. We use the system parameters given in Section 6 but, again conservatively, assume 

that  the interferometric measurement error has a  constant  standard deviation of 6 cm across the 

swath. The nadir  altimeter system standard deviation is assumed to  be 2 cm. The ocean correlation 

function is assumed to be Gaussian, with  a correlation time of 11 days, obtained from the entire 

simulated data  set.  The simulation is run over the entire  area shown in Fig. 9 for a period of 

270 days. 

At each cross-over point, 1000 independent realizations of the interferometric measurement 

are  generated,  and the calibration  parameters  are  estimated using the procedure outlined above. 

Histograms of the results for the  estimated roll and roll rate errors  are presented in Figs. 10 and 11. 
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It is evident from these figures that  the baseline roll can be measured consistently better  than  the 

roll accuracy goal of 0.1 arcsec mentioned earlier. Similarly, the roll-rate accuracy is also measured 

substantially better  than 0.01 arcsec/sec. Figs. 12 and 13 show the implications of these results for 

the height errors. As can be seen, the roll errors over  most of the swath  are small compared to  the 

mesoscale eddy signatures,  and even at  the far swath, the systematic  errors  are less than 4 cm  for the 

worst  case. These results indicate that  the cross-over technique is sufficient to remove systematic 

roll errors which  conform to  the linear change assumption used in the simulation. The effect  of 

random variations superimposed on this linear trend  are  currently under investigation. The  ultimate 

accuracy of this technique can be improved  when multiple cross-overs are used in the estimation, 

and  this  study is also  underway.  However,  even  given the pessimistic assumptions in  the current 

simulation, we conclude that  the cross-over technique is sufficient  for the satisfactory removal of 

small systematic errors at a level  sufficient  for the investigation of mesoscale oceanography. 

6 Sample System Performance 

In  this section, we present the design and performance of a sample wide-swath interferometer 

system. The next subsection details the instrument characteristics, while the following subsections 

discuss the random, media propagation,  and  total height error performance for the sample  system, 

respectively. 

6.1 Instrument  Characteristics 

Table 3 shows the key system parameters for a sample wide-swath interferometric system. As 

stated above, we have assumed a  orbit similar to T/P, 1336 km, to achieve the desired temporal 

sampling and reduce tidal aliasing. We have also chosen a frequency similar to  that of T/P, 13.6 

GHz, to facilitate the use of a Ku-band altimeter media correction on the interferometer. 

The system  swath is  designed to extend from 15 km to 100 km on either side of the nadir 

track,  and the nominal pixel size is 14 km  by 14 km. Those requirements, along with the desire 

to maintain  a reasonable signal-to-noise ratio, determine the  antenna dimensions shown. A very 

short, 5-pulse, synthetic  aperture is formed, and we use a large number of incoherent averages to 

reduce the random height  noise of the instrument (900 in the along track direction, and from 28 to 

118 in the range direction). 

In order to  estimate  the system’s SNR for typical ocean conditions, we use the altimeter wind 

speed model function of Freilich and Challenor [28], and, following their results, approximate the 

global wind speed distribution by a Rayleigh distribution  with  a mean 19.4 m wind speed of 7.4 m/s. 

The off-nadir backscatter cross section is assumed to be given by the specular-point geometrical 
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optics result for the backscatter cross section [20] 

where IRI2 M 0.61  is the ocean reflection  coefficient, and s2 is the  the effective surface slope variance 

for Ku-band. We use the Freilich and Challenor nadir incidence  model function and (40) in order to 

estimate the effective slope variance as a function of wind speed. Using the Rayleigh distribution 

assumption and  the  radar equation with the system parameters given in Table 3 together with 

(40), we can calculate the predicted system SNR  for any desired percentile of global wind speed 

conditions. Fig. 14 presents the predicted system SNR as a function of cross-track distance for 

the median (7m/s wind speed, 00 = 10.8 dB, s = 12.7') and 90-percentile (14.5 m/s wind speed, 

DO = 9  dB, s = 15.6') conditions. 

The results  in  this figure indicate that  the system performance is not very sensitive to wind 

speed variations, reflecting the weak dependence of the  radar cross section on wind speed. Near 

the edges of the swath, the 95-percentile SNR can be as low as  7  dB, given the 120 W  transmit 

power.  To increase the SNR appreciably while maintaining our current power budget, we would 

have to increase the size of the  antenna substantially. In order to keep the swath  width  constant, 

however, we can only change the azimuth dimension of the  antenna, which is already somewhat 

large at 2.5 m. An  even larger antenna becomes  significantly  more  difficult to deploy, and  adds to 

the mass and cost of the system design.  Nevertheless, as we see  below, an adequate height noise 

value  is  achieved due to  the large number of looks taken. 

6.2 Random Error Budget 

Given the system  with  parameters of Table 3, we can  estimate the random component of the height 

error using the model of Section 4.2. 

The correlation factors for thermal noise ( y ~ ) ,  geometry (YG), and angular or range curvature 

(74) may be computed from (21), (22), and (23) using the SNR and geometry of the system, 

and assuming sinc functions for the range and  azimuth point target responses. The sinc function 

also allows separation of a misregistration correlation factor. The values of each of these factors 

is shown as a function of cross-track position, along with the  total y, in Fig. 15. Clearly, the 

total decorrelation is dominated by the thermal noise contribution and, in the near swath, by the 

geometric contribution. 

Fig. 16  shows the median and 95-percentile height  noise Ah obtained by substitution of the 

decorrelation y into (13) and  the result into (10). This  random noise  is  less than  about 3.5  cm in 

the first 5 pixels of the swath,  but rises to about 4.7  cm  for the final 14 km range bin  in the swath. 
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Notice that  this random noise estimate assumes only  one  look at a given area. However, during 

any given  10-day repeat cycle,  every point is  imaged at least twice, and  as many as four times. 

Averaging of these estimates reduces the random noise component by a factor ranging from 1/fi 

to 2. 

6.3 Geophysical  Delays Error Budget 

As discussed in Section IV C, altimeters must correct for the delays from the ionosphere, delays 

from the wet and dry  troposphere,  and the effects of the Electromagnetic Bias. In order to achieve 

centimetric accuracy with the interferometer, we must also correct its height estimates accordingly. 

Ideally, we would  like to use the altimeter corrections for the interferometer, removing the need 

for an off-nadir-looking radiometer and  dual frequency radar system. In this section we test  the 

feasibility of that method by examining the distance dependence of TOPEX media corrections from 

TOPEX  data. 

We have  chosen  four TOPEX cycles  spaced  evenly throughout the year, and examined the rms 

height correction differences as a function of distance along the altimeter  track. Fig. 17 shows the 

rss media error correction differences  from the four media corrections as a function of distance. The 

solid line is the global mean value, while the dashed lines represent the minimum and maximum 

values  when the  data is grouped into 10" latitude  bands from -65" to 65" latitude. The maximum 

occurs, as would be expected,  in the band that straddles the equator. 

From Fig. 17, we see that error in correcting the outer interferometer pixel with the altimeter 

media corrections is  less than 1.8 cm in  the mean case, and approximately 2.2 cm in the worst 

case. The mean differences are even smaller over  much of the swath. Those values  suggest that  the 

height accuracy of the interferometer should not be severely  effected  by the use of the nadir-looking 

media corrections, significantly simplifying the overall system complexity, as well as reducing the 

mass, power, and volume requirements. 

An improvement over the errors implied by Fig. 17  could perhaps  be best accomplished by the 

addition of an off-nadir  looking radiometer, correcting for the wet troposphere delays in the outer 

swath. Table 4 shows the proportion of the  total, rss error from the four media sources at  the inner 

and  outer pixels of the swath. As expected, the wet troposphere difference dominates in the  outer 

swath  due to  its shorter correlation length, while the ionosphere, with its long correlation length, 

remains roughly constant. 
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6.4 Total Error Budget 

In  the above sections we have  discussed the residual attitude  and phase errors, the random  error 

budget, and  the errors  due to  the use of the  nadir media corrections. We can now determine the 

total interferometric height budget, based  on our sample system design. 

Table 5 summarizes the errors discussed in the previous sections, and shows the  total rss height 

error  budget. The media errors and EM bias errors are likely pessimistic, and  the additional 

cross-track propagation errors are included in the row  of media correction errors (Section 6.3). 

The residual attitude errors  are  taken from the cross-over calibration (Section 5.2), and may be 

improved by an optimal combination of along-track and cross-over calibration techniques. The 

dominant  error source is, as discussed, the height  noise, and could be reduced by increased SNR, 

additional  spatial averaging, or a longer baseline. Even  for the pessimistic estimate presented here, 

the average height noise  over the swath is  only about  3 cm and  the average systematic noise is also 

about  3  cm, which are sufficient  for the mesoscale mapping applications for which this concept is 

designed. 

7 Conclusions 

This  paper presents a new system concept  for ocean altimetry designed to provide coverage  for a 

portion of the ocean variability spectrum that is not currently available: the mesoscale eddy field. 

The  instrument consists of a wide-swath  (200km) interferometric radar combined with  a  nadir- 

looking  2-frequency altimeter  and radiometer. This concept  allows a single-platform instrument 

to produce near global coverage of the ocean surface and direct measurement of  2D geostrophic 

velocity with  temporal resolution similar to  TOPEX/Poseidon. 

We have discussed the measurement concept, error models, and  the self-calibration scheme using 

the nadir  altimeter data  and ascending/descending crossover data  to remove residual attitude errors. 

Finally, we have presented a sample point design with average random errors of approximately 3 cm 

and resolution of 14 km. The residual systematic error of this design after  calibration averages 

about  3 cm  over the swath. The ocean mesoscale eddy field has height amplitudes of  -25 cm and 

spatial scales of  50-150 km, so such eddies should be clearly  visible in the  data  product from this 

instrument.  In  fact,  with eddy time scales of  30 days and a repeat  time of 10 days for this design, 

and random  errors only -12% of the signal, accurate eddy identification and tracking should be 

possible, allowing  more detailed study of energy flows in  this region of the ocean variability spectrum 

than ever before. 

Finally, we note that  the concept presented here is not limited to oceanographic applications, 

but can be used  whenever low spatial resolution and high vertical accuracy are desired. A prime 
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example of an  alternate  application would be the high  precision mapping of the Antarctic or 

Greenland ice sheets. In  this case, systematic and  random errors could be greatly reduced due  to 

the large degree of overlaps of a polar orbit, as well as the much  longer temporal scales for surface 

change. 
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Table 1: 

Phenomena 

> 50 > 500 10 Variations 
> 500 20 Mean 

Equatorial  Currents 
> 10 500 10 Variations 

500  20 Mean 
Eastern  Boundary  Currents 

> 10 100 100 Variations 
100 100 Mean 

Western  Boundary  Currents 
> 30 - 50 25 Mesoscale Eddies 
> 300 > 1000 10 Variations 

> 1000 100 Mean 
Ocean  Gyres 

Time  Period  (days) Spatial Scale (km) Vertical Range  (cm) 

I I I 

El Niiio Equatorial Response I 20 - 1000 > 500 
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Table 2: 

Swath Position (km) 

11.4  9.7 8.0 6.4 4.8 3.3 Sh,ff - Sh,ff (cm) 
11.2 9.5 7.8 6.1 4.4 2.7 Ahh(r’ - r = 22km) (cm) 

92 78 64 50 36 22 
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Table 3: 
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Table 4: 

Error Source 

1.8 0.17 0.72 0.80 1.39 Outer  swath (92 km) [cml 
1 .o 0.06  0.65 0.55 0.53 Inner  swath (22 km) [cm] 

RSS Total Dry Tropo Ionosphere EM Bias Wet  Tropo 
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Table 5: 

[ Cross-Track Distance [km] I 22 I 36 I 50 I 64 I 78 I 92 1 

Median RSS Error [cm] 
6.8 5.7 5.1 4.6 4.4 4.4 95% RSS Error [cm] 
6.4 5.5 4.9 4.4 4.3  4.2 
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Figure 5 :  

40 



Range  Compression 

I 
I Forward FFT 
I Channel 1 4 Reference  Function  Multiply Extract 

Range  Swath I Inverse FFT I 
L """"""_ 1 

v1 

To  Telemetry Average  Interferogram Form  Complex  Interferogram 
4 

Along-Track v1 v2* 

I v2 
Range  Compression """"""_ 

I Forward FFT 
Channel 2 

Pulses Reference  Function  Multiply I 
Coherently  Range  Swath 

I 
L """"""_ I 

Extract 

Figure 6: 

41 



42 



1 

0.8 

0.6 

0.4 

0.2 

0 

/ 
/ 

/ 
f 

I 
I 
I 
I 
I 
I 
I 

20 40 
Time (sed 

60 80 

Figure 8: 

43 



Figure 9: 
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